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Abstract
Mathematical analyses of motion perception have established minimum

combinations of points and distinct views that are sufficient to recover
three-dimensional (3D3) structure from two-dimensional (213) images, using such
regularities as rigid motion, fixed axis of rotation, and constant angular velocity. To
determine whether human subjects could recover 3D information at these theoretical
levels, we presented subjects with pairs of displays and asked them to determine
whether they represented the same or different 3D structures. Number of points was
varied between 2 and 5; number of views was varied between 2 and 6; and the
motion was either fixed axis with constant angular velocity, fixed axis with variable
velocity, or variable axis with variable velocity. Accuracy increased with views, but
decreased with points, apparently due to the increased difficulty of the comparison
task as the structure became more complex. Subjects' performance exceeded
theoretical expectations, implying that they exploited regularities in addition to those
in the theoretical analyses. Some possible additional regularities, and possible
grouping effects, are discussed.
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1. Introduction
Theoretical investigations of visual motion have provided a number of specific

analyses of the minimum number of points and views required to recover

three-dimensional (3D) structure from two-dimensional (2D) images. Recovery of

3D structure, in this context, is defined as determining the x, y, and z coordinate of

each point, up to a scale factor. These analyses differ in the constraints that are

imposed. Ullman (1979) showed that under a rigidity constraint, three views of

four noncoplanar points are sufficient to recover structure in an orthographic

projection, up to a reflection about the frontal plane. The required numbers of

points and views are reduced by adding further constraints, such as planarity

(Hoffman & Flinchbaugh, 1982), fixed axis of rotation (Hoffman & Bennett, 1986;

Webb & Aggarwal, 1981). and constant angular velocity (Hoffman & Bennett,

1985). These proofs are summarized in Table 1.

Table I

Sufficient Conditions for the Recovery of 3D Structure

Number of Points
2 3 4

2 Pairwise-rigid and planar
motion "

Rigid planar motion 'I
Rigid motion"

t 3 Rigid fixed axis motion Rigid fixed axis motionb Nongid fixed axis motiond
parallel to image plane, N i f s

constant angular velocityb _

0 Nonrigid fixed axis motiond

E Rigid fixed axis motion,
0 constant angular velocity C

5 Rigid fixed axis motion e

aHoffman & Flinchbaugh, 1982; bHoffman & Bennett, 1986; CUidman, 1979; dBennett

& Hoffman, 1985; eHoffman & Bennett, 1985



A number of empirical studies have addressed issues related to theoretical
analyses of the recovery of structure from motion. Several studies (for example,
Braunstein & Andersen, 1985; Schwartz & Sperling, 1983; Todd, 1985) have
questioned the generality of the rigidity constraint. Other studies have considered
the recovery of structure with small numbers of views or with small numbers of
points. Lappin, Doner, & Kottas (1980) found that subjects could make accurate
judgments based on 3D structure with two perspective views of 512 points. Lappin
and Fuqua (1983) found a high level of accuracy for relative depth judgments with
1200 rotations of three-point configurations. There have not been studies, however,
of the recovery of structure from motion using the minimum combinations of points
and views found in the theoretical analyses discussed above.

There are several reasons why these theoretical analyses should be considered

empirically. First, it is worthwhile to determine whether the performance of human
observers approaches the performance of the "ideal" observers in these analyses.
Can the human observer recover 3D structure at the minimum combinations of
points and views? Second, it is useful to know whether performance improves as

* predicted by these theoretical analyses when constraints, in addition to rigidity, are
imposed on the displays. Specifically, can structure be recovered with fewer points
and views when the axis of rotation is fixed and when a constant angular velocity is
maintained across views? Third, empirical studies may suggest other constraints
used by human observers that have not been considered in theoretical analyses.

On the negative side, one can question the ecological validity of minimum
information displays, and of orthographic projections in particular. These displays
are clearly special cases. Visual perception normally occurs in richly textured
environments with continuous observation. Orthographic projection simulates an
infinite viewing distance, eliminating the perspective effects found in -normal
vision. With these considerations in mind, we still believe that these displays
provide a useful starting point for bringing together specific mathematical analyses
with psychophysical procedures.

There are at least two fundamental difficulties in applying a psychophysical
approach to the testing of theoretical analyses of the recovery of structure from
motion. The first stems from the definition given above, according to which

recovery of structure consists of determining coordinates in 3D space. This
definition provides a suitable measure for computer simulations, but it is not
reasonable to expect a human subject to call out coordinates while observing a group

of points undergoing a rotation. Some dependent variable is needed, one that is

2



logically related to the recovery of structure but that is based on a reasonable human
response. This will be discussed further in the following paragraphs.

The second difficulty is inherent in the task--recovering 3D structure from 2D
images. The information for the recovery of the structure must be available in the
images, and therefore any task given the subject to determine whether the structure
has been recovered must be possible on the basis of the images. How, then, do we
know that the subject is not performing the task on the basis of some 2D
characteristic of the images without recovering the 3D structure? There is no way,
in principle, to be certain of this. As discussed below, the best we can do is to try
to find and eliminate any 21) regularities that a subject could use to perform the task
without also recovering the 3D structure.

In the first task that we used in pilot studies, displays were generated
consisting of three, four or eight points that were the vertices of regular polygons.
Each display was paired with a polygon in which the location of one of the vertices
relative to the others was altered by a controlled amnount, so that the polygon was no
longer regular. The subjects viewed the displays side by side. To prevent direct
image comparisons, the two polygons were never displayed in the same
orientation. Several experienced subjects reported noticeable regularities in the 2D
images of the regular polygons, regularities that made it possible for them to
distinguish between the regular and irregular polygons in each pair. Although all of
these apparent regularities could not be described precisely by the subjects, they
appeared to be related to the use of regular polygons as the standard stimuli, and we
therefore abandoned that approach.

Instead, we used displays consisting of sets of points that were randomldy
generated (under restrictions described in the Method section). For each display, a
comparison display was presented that was idene-0 to the standard or had one point
moved to a different position. The subject's task was to indicate whether the 3D
structures represented by the two displays were the same or different. The rationale
for using a comparison task as a measure of recovery of structure is that subjects
must recover the 3D structure in order to determine whether the displays represent
the same or different configurations. Although the task can be performed by
comparing substructures if the number of points exceeds the m-inimum required, it
should be necessary to use all of the points to recover the 3D structure of a
configuration at the minimum levels.

For the reasons stated abr ye, the two displays were presented out of phase.
This probably required the subject to mentally rotate one or both structures to

3



compare them. This extra step of mental rotation, between recovery of the

structures and the behavioral response, could have prevented subjects from
responding accurately (above chance) to the combinations of small numbers of

points and small numbers of views listed in Table 1. As we will indicate below,

this did not seem to be the case in our experiment.
Each of the mathematical analyses in Table I gives sufficiency conditions for

recovering the third dimension if one assumes some specific regularity or regularities

in the motion of the simulated object. The individual analyses do not make

predictions about improvements in performance with increasing numbers of points

or views, or with further constraints. If all of these analyses were instantiated in the

visual system, however, we would expect the following results for the numbers of

points and views and the motion constraints included in the present experiment:

(1) Accuracy should increase with the number of distinct views.
(2) Accuracy should increase with the number of points.

(3) Accuracy should increase with increasing constraints, from variable axis to

fixed axis to fixed axis with constant angular velocity.

In addition to these general trends, accuracy should increase from chance to

above chance at the critical combinations of points, views, and constraints listed in

Table 1: (a) four points, three views, no added constraints (rigidity only); (b) three

points, three views, rigidity and fixed ais constraints; (c) two points, five views,

rigidity and fixed axis constraints; and (d) two points, four views, rigidity, fixed

axis, and constant angular velocity.

2. Method

2.1 Subjects

The subjects were five graduate students and one undergraduate from the

School of Social Sciences at the University of California, Irvine. Subjects were

paid for their participation. One subject (No. 1), had been directly involved in the

research, two were slightly acquainted with the research (Nos. 2 and 3), and three

were naive. Acuity of at least 20/40 (Snellen eye chart) was required in the eye the

subject used throughout the course of the experiment. Each subject met a

performance criterion of 75% or better (overall correct on the same/different

judgments) during a screening session consisting of 200 trials with 30 views, 3-5

points, and fixed axis/constant angular velocity. Two of the subjects (Nos. 5 and

6), both naive, were run without feedback. The remaining subjects were run with

feeback on all trials.

4



Rigid, Fixed Axis, Const. Vet.
Rigid, Fixed Axis

2

NUMBER OF 3
DISTINCT 4
VIEWS 5

6
30

NUMBER OF POINTS

Figure . Experimdntal design.

2.2 Design
We examined three independent variables: number of points in a simulated

object, number of distinct views presented, and motion constraints (see Figure 1).
The number of points in a simulaed object ranged from two to five. The number of

distinct views presented ranged from two to six. The motion conditions examined

were: (a) fixed axis of rotation with constant angular velocity, (b) fixed axis of

rotation with a variable angular velocity, and (c) variable axis of rotation. All of the

independent variables were run within subjects. Each subject responded to 50 trials

of each of the 60 stimulus conditions. Each subject also responded to 75 30-view

"baseline" trials at each combination of number of points and motion condition.

2.3 Stimuli
A stimulus consisted of two to five light green dots, changing in position,

against a dark green background. Each stimulus simulated points on a rigid object

rotating in depth. Preliminary point positions for an object were selected at random
(without replacement) from a uniform distribution of 225 potential point positions on

the surface of a unit-radius sphere. To avoid any unintended regularities in the
projection that might have resulted from all points being equidistant from the center

of rotation, the distance of each point to the center of the sphere was randomly

perturbed within a range of ±0.2 units. This configuration of points was defined as

the standard object. For same trials, the comparison object was identical to the

standard object. For different trials, the following method was used to generate the

comparison object: One of the points on the standard object was moved to one of
the 225 potential point positions that was unoccupied. The point to be moved and

the new position were selected at random. If the root mean square (RMS) of the
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changes in distance (standard object distance minus comparison object distance)
from the moved point to all other points in the simulated object did not exceed 0.7
units, these simulated objects were discarded and a new standard was generated.
The minimum RMS distance criterion was determined, through pilot studies, to

provide a better than 0.8 overall proportion correct for an experienced subject in

fixed axis/constant angular velocity displays. As a result of this criterion, and the

restrictions described below, the RMS difference varied between 0.7 and 1.88, with
a mean of 0.90 and a standard deviation of 0.30.

In order to avoid the possibility of subjects making direct comparisons of the
2D projections, the two simulated objects were set at different initial orientations:
20* slant, 0* tilt for the standard and 50* slant, 00 tilt for the comparison object. (See

Stevens, 1983, for a discussion of slant and tilt.) In addition, the standard and
comparison objects were always out of phase, with their initial phase difference

randomly varied within a range of 40* to 140%
Each stimulus display consisted of a sequence of distinct, orthogonal views of

a simulated object undergoing a specific type of motion in three dimensions. In

order to allow subjects sufficient time to observe the displays and make a judgment,
=the sequence of views was oscillated (e.g., 1, 2, ... n-1, n, n-1, ... 2, 1,2, ...) at a

rate of 16 views per see until the subject responded. (If the subject did not respond
within 60 sec, the trial was repeated at the end of the session.) For the fixed axis

conditions, these views were rotations from the initial orientation about an axis

at 20* slant, 0* tilt for the standard and 50* slant, 0* tilt for the comparison object.
For constant angular velocity conditions, the rotation between successive views was

6%
The variability in angular velocity in the variable velocity condition and the

variability in axis of rotation in the variable axis condition could not be unrestricted.

Otherwise, difficulty in maintaining the identity of points from frame to frame

(correspondence m~atches) and in perceiving smooth motion might have confounded
the effects of variability. These two factors were controlled first by limiting the

variance of the distribution from which the velocities and axis shifts were sampled

and then by imposing a correspondence match criterion and a 2D motion criterion

(described below) on each display. The mean axis change and mean velocity

change in the variable axis and variable velocity conditions was set equal to the axis

and velocity changes between views in the fixed axis and velocity conditions. To
induce variability within a restricted range, the axis shifts between views in the
variable axis condition and the angular rotations between views in the variable

6



velocity condition were sampled from a distribution consisting of the sum of two
bimodal distributions. The means of the two distributions were 2' and 10%,
respectively. Each distribution had a standard deviation of 0.71 and modes at ±0.7
standard deviations from its mean. A minimum variance criterion for axis shift or
angular rotation was used to control for chance selection of nearly equal axis or
rotation values across views in the variable axis or variable velocity conditions.

Displays were used only if the following two restrictions were satisfied: In
order to reduce the possibility of false correspondence matches of points across pairs
of views, the nearest neighbor to any given point, from one view to the next, had to
be the correctly corresponding point. This restriction was not applied to points with
opposite depth signs, which would be moving in opposite directions. In order to
maintain conditions for "short-range" apparent motion across pairs of views, the
distance moved by any given point in the image was not allowed to exceed 15' of
visual angle (Braddick, 1974).
2.4 Apparatus

The stimuli were presented on a Hewlett-Packard Model 1321B X-Y Display
with a P-31 phosphor, under the control of a PDP 11/44 computer. The subject
viewed the display through a tube arrangement that limited the field of view to a
circular area 7.6* in diam. The maximum projected diameter of each simulated
object occupied 840 plotting positions on the CRT and subtended a visual angle of
2.1%. The center to center separation of the objects was 3.8%. The eye to screen
distance was 1.71 m. The dot and background brightnesses at the screen were

* approximately 5 cd/rn2 and 0.002 cd/ni2, respectively. A 0.5 neutral-density filter
was inserted in the viewing tube to remove any apparent traces on the CRT.

Three models constructed from metal and plastic were used to instruct the
subjects. Each model consisted of four white spheres connected by black rods.
Two of the models were identical. The third model differed from the others only in
the position of one of its spheres. The subjects responded by pressing one of two
switches labeled same and different, respectively. The responses and response
latencies were recorded by the PDP 11/44.

2.5 Procedure
Subjects were instructed to make same or different judgments for pairs of

stimuli based upon the following criterion: "The two groups are the same when all
of the distances between the dots are the same, regardless of their orientation. The
two groups of dots are different when the distances between at least two of the dots
are different." The three models were used to demonstrate the judgment criterion.

7



Subjects who were to receive feedback were told that a single tone would indicate a
correct response and that two successive tones would indicate an incorrect
response. The room was darkened 2 min before the trials began.

Each subject participated in an initial screening session, 25 experimental

sessions, and a follow-up session with debriefing. After the first session, subjects
initiated each session individually. Each experimental session consisted of three
blocks: a baseline monitoring block and two experimental blocks. The baseline
monitoring block consisted of three trials of 30 views at each combination of levels
of the points and motion variables, in a random order. These trials were used to
assure that the subjects maintained a highi level of accuracy when the number of
views far exceeds the expected minimum levels. The 30-view trials were also
intended to assure that any failure to respond accurately at the minimum view levels
was not due to the mental rotation component of the task, which should have been

the same on the 30-view trials. Each experimental block consisted of 60 trials, each

selected at random from the 60 possible conditions. There was a 2 min rest period

between each block of trials.

3. Results
The subject's task may be interpreted as determining whether or not there was a

difference between the 3D structures represented by the standard and comparison
stimuli. A signal detection paradigm (Green & Swets, 1966) was used to analyze
the results, with the different trials serving as signal trials. A d' measure
wascomputed for each subject and stimulus condition, using the proportion of
different responses on different trials as the hit rate and the proportion of different

responses on same trials as the false alarm rate. Each d' was based on 50 trials,
approximately half of which were signal (different) trials (see Appendix A for d
scores).

An analysis of variance revealed significant main effects for number of points,
F(3, 15) = 14.99, p <.01, and number of distinct views, F(4, 20) = 28.91,
p <.01. As shown in Figure 2, d' decreased with increasing numbers of
points. This is opposite to the result that would be expected if the theoretical
analyses in Table 1 were used to recover the 3D structures from the 2D images.
This unexpected result is probably due to differences between the idealized process

of recovery of structure and the requirements of the comparison task used in the

present experiment. These differences will be discussed below.

8
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Figure 2. Effect of number of points on d' for 2-6 views. (Data points for individual subjects are
based on 750 observations.)
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Figure 3. Effect of number of distinct views on d'. (Data points for individual subjects are based on 600
observations.)
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As expected, d' increased with increasing number of views (see Figure 3).

The main effect of motion constraint was not significant, F(2, 10) - 3.12,

p > .05, but there was a significant interaction of motion constraint with points,

F(6, 30) = 4.74, p < .01, and a second order interaction of motion constraint with

points and views, F(24, 120) - 3.51, p < .01. The motion/points interaction,
illustrated in Figure 4, shows a sharper drop in accuracy after three points in the
variable axis condition than in the other two motion conditions. Separate inspection
of the proportions of correct responses for the same and different trials (Figure 5)
indicates that this interaction, as well as the main effect of points, was primarily due

2.0

1.5

d' 1.0

0.5 * Rigid, Fixed Axis, Constant Velocity
0 Rgid, Fixed Axis

0.0 . Rigid
2 3 4 5

Number of Points
Figure 4. Interaction of number of points with motion condition for 2-6 views.

1.00 SAME TRIALS DIFFERENT TRIALS
0.95

U 0.90
E 0.85
0
00.80 A
C 0.75
'E 0.70
&.65

CL 0.60 0 Rigid, Fixed Axis, Constant Velocity
0.55 0 Rigid, Fixed Axis

1, 1Rigid0.009 V

2 3 4 5 2 3 4 5
Number of Points

Figure 5. Interaction of number of points with motion condition for same and different trials.
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to the same trials. There was also a significant interaction of number of points with
number of distinct views, F(12, 60) 2.78, p <.01 (see Figure 6). The
magnitudes of the significant effects, o)2, for points, views, points by views by
motion constraint, points by views, and points by motion constraint, were .172,

.099, .072, .025, and .018 respectively. The main effects of motion constraint,
F(2, 10) 3.12, and the interaction of motion constraint with views,
F(8, 40) = 1.31, were not significant, p > .05.

2.0

1.5

d' 1.o

0.5 * 2 Points
03
04

050.0 m2 3 4 5 6

Number of Distinct Views

Figure 6. Interaction of number of points with number of distinct views.

2.5 Rigid, Fixed Axis, Rigid, Fixed Axis Rigid
Constant Velocity

2.0

1.5

* 2 Points
0.5 0

2~ 23 45 62 34 5 623 4 56
Number of Distinct Views

Figure 7. Interaction of number of points, number of distinct views, and motion condition.



A second order interaction would be expected if different combinations of

points and views are required to recover structure under different motion
constraints. Although a significant second order interaction occurred (Figure 7),

there is no indication that this interaction was related to the critical combinations of

points, views, and motion constraints listed in Table 1. The significance of the d'
scores was calculated for each subject and points/views/motion combination using

Marascuilo's one signal significance test (1970, pp. 238-240). In general, d'
decreased is expected when the number of views dropped below the levels required

in the critical combinations, but d' did not drop to chance as soon as the number of

views dropped below the number theoretically required to recover structure, for a
given combination of points and motion constraints. On the other hand, d'

generally increased as the number of points was reduced which, as noted above, is

not consistent with the theoretical anlayses of recovery of structure. Of the 360 d'
scores, 351 were significantly different from zero, p <.05 (see also Appendix A).
For three subjects, d' dropped to chance levels when the fixed axis constraint was

removed for five points and two distinct views. (This is not one of the critical
combinations, however.) There was no systematic pattern to the remaining

4.0 4.0-
3.5

3.5 3.0
* 2.5

3.0 2.0-
1.5

25105 Subject 1 Subject 2 Subject 3
d' 2.0 .45 23 45 23 45

3.5
2.5

1.0 2.0
1.5-

0.5 AU Subjects 1.0
0.5 Subject 4 Subject 5 Subject 6

0.0 -' 0.01 2 a , L2 3 4 5 2 3 4 5 2 3 45Number of Points

Figure 8. Effect of number of points on d' for 30 views. (Data points for individual subjects are
based on 1125 observations).
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0.0 I !
2 3 4 5
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Figure 9. Interaction of number of points with motion condition for 30 views.
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Figure 10. Interaction of number of points with motion condition for same and different, 30 view
trials.

13



2.0

1.5

031.0

0.5 0 2 Points
03

0.0 
5

2 3 4 5 6
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Figure 1). Interaction of number of points with number of distinct views for f3.

noncignificant d's, except that half of these were due to one of the subjects (No.

5). Overall, the critical combinations presented in Table 1 do not seem to be
relevant to human performance in the comparison task used in this experiment

Significant d's were found for all subjects in the two-point/two-view
conditions, for all three motion conditions. This is a remarkable finding as that
combination of points and views falls below the minimum required to recover 3D
structure under the constraints used in existing structure-from-motion proofs. The
possibility that subjects exploited additional constraints in the present experiment

will be discussed below.
A separate analysis was conducted for the d' measure for 30-view trials. The

main effect of number of points was significant, F(3, 15) - 19.92, p < .01,
co2 - .311 (see Figure 8). The d' values for two, three, four, and five points were
3.21, 3.18, 2.64, and 2.20, respectively. The interaction of motion condition with
points was also significant, F(6, 30) - 2.81, p < .05, W2 -. 052 (see Figure
9). This interaction was generally similar to that found for the 2-6 view conditions,

although, as seen in Figure 10, the reduction in accuracy with increasing number of
points seems to be due primarily to different trials. The main effect of motion

condition was not significant, F(2, 10) < 1.
An analysis of variance of the subjects' response biases, 13, for all subjects and

conditions revealed significant effects only for number of distinct views,
F(4, 20) - 4.25, p < .05, and for the interaction of number of points with
number of views, F(12, 60) - 2.33, p <.05. (The 2 values for these two
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effects were .019 and .037, respectively.) As the number of views increased,
subjects' bias changed from no bias to a different response bias. This bias was
most noticeable for five or six views of two or three points (see Figure 11).

An analysis of variance was conducted for the mean response latencies (see
Appendix B) for the 2-6 view conditions. An additional independent variable, trial
type (same or different) was used in this analysis. (This variable does not appear in
the d' analysis because both types of trials were used in computing d'.) The
number of points accounted for most of the variance, F(3, 15) - 47.1, p < .01,

o) -. 657. The mean latencies for 2-5 point displays were 3.60, 4.86, 8.08, and
10.58 sec, respectively. There were no other significant main effects. There were
four significant interactions: points with motion, F(6, 30) - 3.24, p < .05;
points with views with motion, F(24, 120) - 2.42, p <.01; trial type with views,
F(4, 20) = 7.62, p <.01; and points with type with views, F(12, 60) = 2.29,
p < .05. All of these interactions were relatively small; the o2 values for the four
interactions were .015, .032, .052, and .016, respectively. If subjects compared all
interpoint distances across displays on same trials, but responded as soon as one
nonmatching distance was found on different trials, there should have been an
interaction of number of points with type of trial. This interaction was not
significant, F(3, 15) - 1.14, co2 - .0013. A comparison of these values to the
large main effect found for number of points indicates that this type of differential
processing of same and different trials did not occur.

In response to debriefing questions, all but one of the subjects reported seeing
the simulated objects as 3D on 80-100% of the trials. One subject, No. 5, reported
only 2D interpretations for the first 12 sessions and 3D interpretations on 90% of the
trials in the latter 13 sessions. Figures 1 and 2 show the d's for this subject to be
consistently below those of the other five subjects.

4. Discussion
Theoretical analyses of the recovery of 3D3 structure from 2D images have

shown that three views of four points are sufficient to recover structure under a
rigidity constraint (Ullman, 1979), with fewer points required as additional
constraints and/or views are added (Hoffman & Bennett, 1985; 1986). As these
proofs assume infinitely fine resolution and the absence of noise, one might expect
poorer performance by the human observer. More views should be required if an
incremental rigidity scheme (Ullman, 1984) were used to overcome the effects of
noise. Human performance in our experiment midght be expected to be degraded
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further because of the interposition of a task possibly requiring mental rotation

between the recovery of structure and the behavioral response. For these reasons,

our finding that subjects could make accurate psychophysical judgments with fewer

points and distinct views than expected on the basis of theoretical analyses is

especially surprising. It should of course be emphasized that the theoretical

analyses are concerned with recovery of the 3D coordinates of points in an

arbitrarily-scaled space, up to a reflection about the image plane, whereas our

subjects were comparing pairs of structures. The implications of these differences

between the theoretical concept of recovery of structure and the requirements of our

behavioral task will be discussed below. -Still, it is remarkable that any task in

which subjects were required to respond to 3D relationships based on information in

dynamiuc monocular displays could be performed on the basis of as few as two

points and two distinct views.
Subjects should not have been able to perform significantly above chance with

two points and two distinct views if the only constraint incorporated in their

-i processing of the image data was rigidity, or even if fixed axis and constant angular

velocity constraints were applied. This suggests that subjects exploited additional

constraints that are not included in the theoretical analyses. In a mathematical

analysis, it is possible to specify a limited set of applicable constraints, such as

rigidity, fixed axis of rotation, and constant angular velocity. In presenting displays

to human subjects, however, additional constraints may become applicable. First,

the subjects may exploit the constraint of a constant relationship, across displays,

between the distances in the projection and the 3D distances that are represented.

Scale is undetermined in the mathematical analyses, and the subjects indeed may

impose an arbitrary scale in recovering the 3D structures of the displays. It seems

unlikely that different scales would be imposed on different displays, however,

especially for displays within the same pair. The assumption that the scale is the

same for both displays in a pair is essential to accurate responding to the two-point

displays. Indeed, we could not have scored a same or different response to a pair

of two-point displays as correct or incorrect without assuming equal scales.

Second, in the mathematical analyses discussed above, rigid translations of the

configuration of points do not provide information about the structure. It is

assumed, for example, that the subject fixates one point. (Eye movements required

to maintain this fixation are not considered as sources of information for use in

recovering the structure.) In our experiment, the subjects may have used the lack of

translation of the center of rotation as an additional constraint. (To match the

16
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theoretical analyses, it would be necessary to link the image to movements of the
subject's eye so that one point was always fixated, but no eye movements were
required to maintain the fixation.)

Third, in the variable velocity and variable axis conditions, subjects may have
exploited the constraint that these variations occurred within a limited range. These
limitations were necessary to meet other requirements of structure-from-motion
analyses. These analyses are applicable only if the correspondence of points from
frame to frame is correctly 'resolved. If a nearest neighbor criterion is postulated for
correspondence matches, displayed points should not be moved to positions that
bring them closer to the previous position of another point than to their own
previous position. In general, this restricts the amount of rotation to be displayed
between views. We limited our displays to distances within the short-range motion
process (Braddick, 1974), further restricting the amount of rotation. These
restrictions may have reduced potential differences between the three motion
conditions.

Our finrding of above chance performance with as few as two points and two
views was not the only unexpected result. Recovery of structure, for small
numbers of points and views, might be expected to be more accurate as the number
of points is increased. We found, on the contrary, that accuracy decreased with
increasing numbers of points. This result is probably another reflection of the
differences between the theoretical operation of recovering structure and the
requirements of a behavioral task. Increasing the number of points in an object may
enable a subject to recover the 3D structure with fewer views or motion constraints.
On the other hand, increasing the number of points increases the complexity of the
structure, in terms of the number of interpoint distances. For this reason, any task
used to ascertain that the relative depth coordinates of all points in the structure have
been correctly recovered is likely to be more difficult for greater numbers of points.
This appears to have been the case for the comparison task in the present
experiment. This conclusion is supported by the latency results: Response time
increased as the number of points in the structures increased.

We found that the decrease in accuracy with increasing numbers of points
occurred primarily in the same trials. This finding is consistent with an explanation
of the relationship between accuracy and the number of points based on the subject's
attempting to compare interpoint distances. On a different trial, the subject would
need only to be certain that at least one interpoint distance was not the same in both
stimuli in a pair. On same trials, the subject would have to keep track of all of the
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interpoint distances. Failure to detect any mismatch in distances could lead to an
incorrect response. There was no corresponding difference in latency for same and
different trials, however, suggesting that the number of comparisons required was
not different for the two types of trials. There is another possible reason for higher
accuracy on the different trials. To verify that two structures are the same, each
must be recovered uniquely. To determine that two structures are different, it is
only necessary to identify a set of possible structures for each display, and to
determine that these two sets do not overlap.

The drop in accuracy with increasing numbers of points on same trials was
especially marked after three points for the variable axis condition. Verbal reports
indicated that the subjects attempted to organize the display into subunits of no more
than three points. A four-point display might be perceived as a triangle and a dot; a
five point display as a triangle and a rod. Our hypothesis is that it was more
difficult to maintain a perception of rigid relationships among subunits for the
variable axis displays. The use of triangular subunits by subjects in these
judgments, and the importance of triangles in the analysis of optic flow (Koenderink
& van Doom, 1986), may be more than coincidental.

These suggestions of possible grouping effects indicates that organization of
feature points into subgroups should be examined as a potentially important
component of the recovery of 3D structure from dynamic 2D images. Some
principles for grouping based on orthographic projections of rotation in depth have
been reported by Gillam (1976). In studies of the recovery of structure from
motion, it would be important to determine whether grouping was based on 3D or
on 2D relationships. This might indicate whether grouping or recovery of structure
occurred first, or perhaps would show that the two processes occur in parallel.

In summary, we have used an indirect method to test theories about the
recovery of structure from motion that are not directly testable. We found that human
observers could perform a structure comparison task at better than chance levels with
fewer points and views than should have been necessary for the recovery of separate
structures. This implies that constrai-nts other than those considered in these

theories were exploited by the subjects. Some of these possible constraints might
be incorporated into theoretical analyses of the recovery of structure from minimum
points and views: (a) Even whein scale is undetermined, the scale used to recover
structure may not be arbitrary, but may depend on assumptions of constant scale or
an assumption of a specific scale. These assumptions correspond LO the
equidistance tendency and the specific distance tendency (Gogel, 1973).
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(b) Information that specifies a fixed center of rotation, as might occur when

rotation is induced by observer head movements, may be used in the recovery of

structure. (c) Even when precise constant velocity and fixed axis assumptions are
not applicable, most motions occur within a limited range of velocity change and

axis change-that is, velocity and axis of rotation usually changes smoothly.

There remains a general lack of direct tests of mathematical theories of the
recovery of structure from motion. To achieve such tests, it may be necessary to

elaborate existing theories to include direct implications about human competency in

tasks that are subject to psychophysical testing. It may also be necessary to develop
psychophysical techniques that are more suitable for the study of dynamic

information for depth perception than current techniques, which emphasize detection

of minimal differences. The issue of interest in this research is often how a

particular flow pattern leads to a particular perception, rather than whether an

experienced observer can discriminate minimum differences in optic flow. As such

developments in mathematical analysis and in psychophysics proceed, it should

become possible to combine mathematical and psychophysical approaches to the

study of more complex patterns of optic flow (Koenderink, 1986).

19



References

Bennett, B., & Hoffman, D. (1985). The computation of structure from fixed axis

motion: nonrigid structures. Biological Cybernetics, 51,293-300.

Braddick, 0. (1974). A short-range process in apparent motion. Vision Research,

14, 519-527.

Braunstein, M. L., & Andersen, G. J. (1985). Testing the rigidity assumption: A

reply to Ullman. Manuscript submitted for publication.

Gillam, B. (1976). Grouping of multiple ambiguous contours: Towards an

understanding of surface perception. Perception, 5, 203-209.

Gogel, W. C. (1973). The organization of perceived space: I. Perceptual

interactions. Psychologische Forschung, 36, 195-221.

Green, D. M., & Swets, J. A. (1966). Signal detection theory and psychophysics.

New York: John Wiley & Sons.

Hoffman, D., & Bennett, B. (1985). Inferring the relative 3-D positions of two

moving points. Journal of the Optical Society of America, 75, 350-533.

Hoffman, D., & Bennett, B. (1986). The computation of structure from fixed axis

motion: rigid structures. Biological Cybernetics, 54, 1-13.

Hoffman, D., & Flinchbaugh, B. (1982). The interpretation of biological motion.

Biological Cybernetics, 42, 197-204.

Koenderink, J. J., & van Doom, A. J. (1986). Depth and shape from differential

perspective in the presence of bending deformations. Journal of the Optical

Society of America, 3, 242-249.

Koenderink, J. J. (1986). Optic flow. Vision Research, 26, 161-180.

Lappin, J. S., & Fuqua, M. A. (1983). Accurate visual measurement of

three-dimensional moving patterns. Science, 221, 480-482.

Lappin, J. S., Doner, J. F., & Kottas, B. (1980). Minimal conditions for the

visual detection of structure and motion in three dimensions. Science, 209,

717-719.

Marascuilo, L. A. (1970). Extensions of the significance test for one-parameter

signal detection hypotheses. Psychometrika, 35, 237-243.

Schwartz, B. J., & Sperling G. (1983). Nonrigid 3D percepts from 2D

representations of rigid objects. Investigative Ophthalmology and Visual

Science, 24 (3, Supplement), 239.

Stevens, K. A. (1983). Surface tilt (the direction of slant): A neglected

psychophysical variable. Perception & Psychophysics, 33, 241-250.

20

7 ,' .' .,. -,?," ,%?..- -. -,,,.." .. .. ' . . .. . ,. :. o."-"--""- • -'- "-". ,',"."'' "." ;" '= ' , " 2



Todd, J. (1985). The perception of structure from motion: Is projective
correspondence of moving elements a necessary condition? Journal of

Experimental Psychology: Human Perception and Performance, 11,689-710.

Ullman, S. (1979). The interpretation of visual motion. Cambridge, MA: MIT

Press.

Ullman, S. (1984). Maximizing rigidity: The incremental recovery of 3-D structure

from rigid and nonrigid motion. Perception, 13, 255-274.

Webb, J. A., & Aggarwal, J. K. (1981). Visually interpreting the motion of

objects in space. Computer, 14(8), 40-46.

21



Appendix A
Response data, d', by subject, number of distinct views, number of points,

and motion condition (C - constant angular velocity, fixed axis, rigid; F - fixed

axis, rigid; R - rigid). (tNonsignificant scores, p > .05.)

Number of points

2 3 4 5

Motion condition: (v - Number of distinct views)

v : C F R C F R C F R C F R

Subject 1
30 : 4.2879 3.3400 3.5438 3.0206 3.6092 3.7930 3.1758 3.2825 2.3450 2.8016 2.3500 2.3981

2 : 1.8064 1.1316 1.4394 0.8851 1.4202 1.5442 0.5206 0.9337 1.3723 1.5275 1.3529 0.2777

3 : 1.5207 1.5488 1.6698 1.4109 1.4358 1.4700 1.4275 1.1718 0.9714 1.0458 1.7005 1.5174

4 : 1.9361 2.5642 3.1189 1.7792 1.8159 1.1769 1.7648 2.2563 0.7618 1.5208 1.6836 0.9853

5 : 2.1012 3.5695 2.3932 1.9361 1.6690 1.9530 1.8890 1.3865 1.7017 1.2897 1.1559 1.5566

6 : 1.9664 2.5932 2.1580 2.2279 2.2546 1.8853 1.4510 1.5397 1.2791 1.5442 1.5208 0.5348

Subject 2

30 : 3.2255 3.5797 3.9604 3.2272 3.2037 3.5462 3.4300 2.9751 2.3450 3.7930 3.0287 2.1915

2 : 1.2975 1.1765 1.3660 1.6933 0.6074 1.6949 0.8731 1.3633 1.1822 0.8819 1.1824 0.1794 t

3 : 1.8026 1.4109 0.8190 1.6531 0.6066 0.9330 1.1670 1.3697 0.4853 2.4040 1.0887 1.1636

4 : 2.3042 1.8064 2.1275 0.8685 1.5256 1.1769 2.2199 1.8259 1.2678 0.6556 1.0951 1.3756

5 : 1.5442 2.6124 2.3736 2.5220 1.6725 1.2047 1.7017 1.2323 1.4746 1.0458 1.3697 0.8099

6 : 2.1967 2.0172 1.6937 1.4079 2.0129 1.3833 1.8872 1.1805 1.5832 1.4700 1.4202 1.8002

Subject 3

30 : 3.9727 3.1798 2.3303 3.5485 2.4694 3.9962 3.4300 2.9751 3.2199 2.1163 1.8944 2.1417

2 : 1.2210 1.7284 1.3698 1.2700 1.4500 1.2897 0.4591 1.3389 1.0197 1.6257 0.5885 0.5470

3 1.5299 1.1670 0.8883 0.7649 1.0406 1.5828 0.9090 1.7330 0.7460 0.9468 1.7717 2.0881

4 : 1.9343 1.9566 1.3690 1.7041 2.0103 1.2080 1.7648 2.1430 0.1919 t 1.7284 1.2892 0.9853

5 : 1.7041 2.2138 2.0045 2.2699 1.2791 1.3529 1.4746 0.7516 0.9984 1.5488 1.5460 1.0569

6 : 1.1326 2.0172 1.6631 1.7039 2.1580 1.6631 1.5442 1.2978 1.0386 2.3944 1.1765 0.3769

Subject 4

30 : 3.8637 3.5797 3.0506 2.6512 4.1618 3.2195 1.8599 2.6150 2.1911 2.3077 2.1292 1.4175

2 : 1.3661 1.7107 1.7443 0.9974 1.1765 1.1769 0.7021 1.0207 1.2791 1.0197 0.5938 0.0245 t

3 : 2.2500 1.8872 1.3865 1.3003 1.5460 1.6949 2.1200 1.2863 0.1013 t 0.8209 0.6043 0.6060

4 2.3233 2.1239 2.4831 1.2897 1.6725 1.2610 0.7258 1.2863 1.1326 1.0702 0.6560 0.6227

5 : 1.8373 1.9386 2.6133 1.5576 1.1472 1.3661 1.1140 1.3254 1.1140 1.0458 0.9425 0.2761

6 : 2.0129 1.4246 2.1580 1.3697 3.2721 2.1271 1.1636 0.5779 1.3139 0.4303 0.9819 0.5891

Subject 5

30 : 2.4866 2.1150 2.0033 1.9972 2.3159 2.6353 1.8153 2.6573 1.6666 1.2421 1.5855 1.7248

2 : 0.6500 0.7324 1.0019 0.9974 0.4226 1.1769 0.1272 t 0.1886
t 0.3328 1.0920 0.7486 -0.1338t

3 : 0.4329 1.0508 1.3254 0.8411 0.8195 1.4700 1.2474 1.0569 1.1714 0.8411 0.1575 t 0.4048

4 : 0.9520 0.4972 1.9631 0.9441 0.9146 0.6118 0.6081 1.1714 0.4349 0.6785 1.0951 1.1288

5 : 1.6531 1.0216 1.5698 1.3254 1.3963 1.4920 0.9279 0.5266 0.4098 1.0064 0.4803 0.8109

6 : 0.4591 1.0951 1.7089 0.9215 1.9049 0.8980 1.3003 0.9214 1.2772 0.8209 1.7029 0.7492

Subject 6

30 : 3.8637 2.6109 2.7389 3.0168 2.9841 3.8587 2.5156 2.3052 2.7563 1.9066 2.3500 2.1417

2 : 0.9550 0.6858 1.2072 0.7043 0.9126 1.5689 0.0963 t 1.1636 0.9060 0.8731 0.7486 0.4377

3 : 2.2500 1.7659 0.9264 1.4275 1.3697 1.5689 1.2897 1.6854 1.1757 0.8209 0.9279 0.7127

4 1.2070 1.9050 1.4225 1.8859 1.5801 1.0549 1.4025 1.8896 1.0258 0.7324 0.8573 1.3571

5 : 1.4092 1.0197 2.5642 1.3306 1.3566 1.3661 1.5608 0.9233 1.2791 1.1769 0.9425 0.9425

6 : 1.3225 1.4624 1.2028 1.4358 1.5627 1.6642 1.5464 1.2791 1.0386 1.2897 1.1459 0.7492
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Appendix B
Response latencies in seconds, by subject, trial type, number of distinct views,

number of points, and motion condition (C - constant angular velocity, fixed axis,

rigid; F - fixed axis, rigid; R - rigid).

Number of points

2 3 4 5

Notion condition: (v - Number of distinct views)

v : C F R C F R C F R C F R

Subject I

Same trials

30 : 4.78 4.59 5.53 5.87 5.89 6.23 7.80 6.70 7.95 9.24 10.17 12.36

2 : 3.60 4.44 4.95 6.04 5.04 5.12 6.46 8.12 7.64 12.42 9.99 10.77

3 : 3.75 3.95 3.93 5.76 6.35 6.89 10.96 9.25 8.61 11.91 13.68 11.52

4 : 4.87 4.35 4.31 6.00 6.30 4.03 8.76 9.51 7.20 9.59 9.56 12.02

S : 3.89 4.40 4.40 4.74 6.36 5.68 9.36 8.82 10.83 12.96 12.88 11.17

6 4.45 4.07 3.81 4.49 4.76 4.40 9.30 8.91 7.43 13.17 12.41 11.32

Different trials

30 : 5.38 4.26 3.67 5.16 6.16 4.84 9.01 9.23 7.34 12.46 11.09 11.08

2 : 4.14 4.70 5.03 5.45 6.60 3.97 9.27 7.20 8.40 10.40 10.52 11.52

3 : 4.51 5.74 3.10 5.95 5.48 5.93 7.17 9.39 9.48 12.70 9.53 10.96

4 : 3.97 3.98 4.80 4.97 5.99 5.08 10.46 8.38 10.59 15.09 10.75 11.61

5 : 5.11 4.54 4.75 5.72 5.21 5.45 8.42 9.15 9.26 8.64 11.68 10.90

6 : 4.58 3.64 5.01 5.05 4.70 6.70 8.70 6.60 9.88 14.12 9.18 10.66

Subject 2

Same trials

30 : 3.54 2.51 3.44 3.85 5.48 4.36 4.51 4.30 8.39 6.31 7.22 13.31

2 : 3.43 4.07 3.43 3.29 3.81 4.56 7.36 7.09 7.01 9.59 9.60 12.97

3 : 2.16 4.28 3.60 6.19 4.50 6.30 8.40 9.73 9.98 13.88 14.13 15.93

4 : 4.61 3.26 3.79 5.69 7.79 7.12 9.98 13.47 11.90 17.83 16.61 19.27

5 : 4.25 4.63 5.37 6.95 9.17 6.66 9.03 9.36 11.13 14.19 16.91 15.01

6 : 3.85 4.00 4.05 5.92 5.83 5.83 12.13 10.17 10.74 15.24 14.80 15.16

Different trials

30 : 3.40 3.25 4.53 5.56 4.49 6.11 5.33 9.35 11.31 11.89 14.56 14.38

2 : 4.95 4.65 3.72 6.52 7.31 6.31 8.70 10.47 9.56 17.99 15.04 17.59

3 : 4.86 3.74 2.49 5.02 5.74 5.16 7.24 9.06 9.39 11.86 14.97 12.06

4 : 4.60 3.48 5.03 9.18 5.63 7.32 10.61 11.35 12.99 21.57 17.45 18.71

5 : 3.12 4.61 4.93 5.11 4.39 5.69 6.38 11.37 11.05 12.58 12.85 13.07

6 4.02 4.57 4.30 5.91 5.92 8.07 9.93 10.24 9.14 15.02 17.69 16.22

Subject 3

Same trials

30 : 5.87 4.17 5.05 6.14 6.72 6.05 7.64 7.70 8.98 10.80 8.80 9.38

2 : 4.58 4.50 4.98 5.88 6.46 6.44 10.61 11.96 10.70 14.75 14.94 14.83

3 : 3.40 3.48 3.49 5.58 6.51 6.02 11.47 7.59 7.68 12.21 11.62 10.44

4 : 2.91 3.44 3.98 3.67 4.77 6.03 6.83 7.98 8.25 10.87 8.11 11.56

5 : 3.34 4.13 3.67 5.27 3.68 5.12 9.86 10.25 9.63 13.33 10.72 11.22

6 : 3.41 2.91 3.46 3.92 4.19 3.90 6.99 9.27 8.71 10.69 8.87 11.94

Different trials

30 : 3.26 3.82 3.95 5.20 3.61 5.41 7.29 9.09 8.02 9.27 13.30 11.30

2 : 3.28 2.68 3.57 5.82 4.85 4.29 7.88 9.04 7.15 12.14 13.16 9.84

3 : 3.01 3.50 2.98 4.62 4.44 4.15 7.23 9.14 9.45 11.11 7.88 10.43
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4 : 2.85 2.95 2.69 4.97 5.15 4.89 9.10 9.38 9.91 12.04 12.17 11.42

5 : 3.91 3.52 3.97 6.02 4.14 5.02 7.60 8.44 9.09 7.58 8.71 12.76

6 : 4.S7 3.30 4.05 4.54 4.47 5.49 7.60 9.36 10.07 12.27 11.87 12.60

Same trials
Subject 4

30 : 3.16 3.25 3.47 4.71 4.16 3.82 7.17 5.40 6.53 6.48 6.68 7.70

2 : 3.15 3.41 3.76 4.31 4.15 4.36 6.22 6.18 7.53 9.34 8.42 8.33

3 % 3.11 3.68 4.03 3.54 4.58 3.91 6.98 8.88 7.05 13.04 8.17 9.92

4 : 4.06 2.95 3.14 3.30 5.14 3.73 8.43 8.25 6.59 10.93 9.45 8.85

5 : 3.49 4.05 3.94 4.78 7.07 6.90 7.17 8.39 6.96 10.33 11.86 9.71

6 : 3.16 3.35 2.68 3.83 4.14 5.60 6.67 7.49 7.66 9.59 8.49 9.89

Different trials

30 : 2.78 3.29 3.56 5.09 4.84 4.88 8.11 8.64 8.11 8.53 8.72 10.59

2 : 2.85 2.41 2.81 4.73 3.28 4.39 6.72 8.77 6.50 8.97 11.26 10.12

3 : 3.22 4.04 2.58 4.44 4.22 4.78 5.89 7.76 7.07 11.23 9.51 10.30

4 : 3.01 3.25 2.88 4.22 4.40 3.66 9.20 10.59 10.54 11.45 8.77 8.79

5 : 3.34 2.50 3.64 6.17 4.47 4.78 7.65 7.55 9.33 9.67 10.65 9.05

6 : 3.42 3.35 2.20 3.98 4.13 5.07 5.75 8.82 9.38 10.75 10.20 11.29

Subject 5

Same trials

30 : 6.60 5.05 6.67 8.12 6.76 6.33 8.10 6.92 8.03 9.80 8.68 8.90

2 : 9.79 7.24 7.33 10.26 8.22 8.32 12.95 9.77 12.12 11.76 13.70 10.90

3 : 2.59 2.96 2.05 3.51 4.39 3.75 6.74 6.21 6.09 5.85 7.95 9.52

4 : 2.73 2.85 1.56 2.80 3.71 3.16 6.22 6.77 5.54 7.79 6.10 5.71

5 : 2.79 2.70 3.29 3.23 5.10 3.16 7.33 7.54 5.70 7.14 6.00 7.43

6 : 3.41 2.00 1.91 3.22 3.32 3.73 5.14 5.13 6.42 6.38 6.40 7.13

Different trials

30 : 2.54 2.99 2.46 4.10 3.38 3.65 7.90 6.59 4.74 7.71 6.48 7.46

2 : 2.12 2.19 2.39 3.63 2.41 2.96 5.48 4.58 6.63 5.91 7.99 5.75

3 : 2.68 3.12 2.43 3.23 3.73 3.53 4.83 5.74 6.76 8.16 7.30 5.57

4 2.27 2.03 2.16 4.44 3.84 2.96 6.46 7.52 5.35 7.70 6.18 5.44

5 3.56 3.42 2.81 3.77 3.96 4.56 7.37 5.77 6.37 6.70 9.20 6.71

6 5.09 1.63 2.71 4.15 3.60 4.55 6.60 6.61 8.94 7.78 7.29 7.77

Subject 6
Same trials

30 : 4.78 4.96 4.37 6.64 5.46 6.27 8.24 6.25 6.80 9.66 8.26 11.51

2 : 4.98 4.35 6.27 5.69 5.13 4.92 6.83 6.46 8.71 9.77 8.46 12.08

3 : 3.02 4.10 3.76 3.66 4.74 4.82 8.38 7.21 6.52 9.39 8.58 7.70

4 : 4.23 3.09 3.74 4.88 4.15 4.08 5.10 5.35 7.22 9.60 6.28 8.00

5 : 3.88 3.45 4.62 3.54 5.04 4.42 7.33 4.98 6.56 8.48 8.33 7.65

6 : 4.13 3.43 3.82 3.60 4.69 3.57 6.23 8.18 5.88 9.07 8.23 9.36

Different trials

30 : 2.93 3.75 2.94 4.61 4.55 4.40 6.50 6.54 7.84 10.09 7.39 9.42

2 : 4.81 4.37 3.45 4.22 4.47 3.88 6.34 5.79 6.30 8.10 7.48 7.90

3 : 3.16 3.47 3.90 4.47 4.16 4.08 6.79 7.23 7.61 8.64 7.93 6.89

4 : 4.16 3.95 3.49 5.52 4.57 4.57 6.76 7.57 7.96 8.11 8.00 10.00

5 : 4.31 2.96 3.98 3.67 4.58 3.64 6.96 5.91 6.08 7.98 7.84 8.47

6 : 4.22 4.74 3.56 5.08 5.18 5.04 6.24 6.86 6.82 9.11 7.17 7.49
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August 19, 1986

Addendum

We are currently studying performance on the structure comparison task with a

single (stationary) view of each simulated object. Preliminary results indicate that
above chance performance may be possible in this condition. These new results

may alter the interpretations presented in this report.

Erratum
P. 20. The page numbers for Hoffman and Bennett, 1986, should be 71-83.
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Studies in the Cognitive Sciences

1. Peter W. Culicover and Michael Rochemont, "Stress and Focus in
English" (April 1981).

2. John I. Yellott, Jr., "Seeing Things Inside Out" (July 1981).

3. Peter W. Culicover, "Learnability Explanations and Processing
Explanations" (June 1981).

4. Thomas R. Nelson, R. Jacob Leonesio, Arthur P. Shimamura, Robert
F. Landwehr and Louis Narens, "Overlearning and the Feeling of
Knowing" (July 1981).

5. Myron L. Braunstein, George J. Andersen, and David M. Riefer, "The
Use of Occlusion to Resolve Ambiguity in Parallel Projections"(July 1981). .

6. W. C. Watt, "Semiotic Systemhood" (August 1981).

7. Kenneth Ralph Stern, "Contour Angle and Linear Perspective Effects on
the Perceived Direction of Rotary Motion" (September 1981).

8. V. S. Ramachandran and S. M. Anstis, "Extrapolation of Motion Path in
Human Visual Perception" (September 1981).

9. Gerald Patrick Delahunty, "Topics in the Syntax and Semantics of
English Cleft Sentences" (In four fascicles) (September 1981).

10. Lynn Nadel, "Cognitive Maps: At the Choice Point Again" (October

1981).

11. V. S. Ramachandran, "Perception of Apparent Movement" (October 1981).

12. Louis Narens and R. Duncan Luce, "How We May Have Been Misled Into
Believing in the Interpersonal Comparability of Utility"
(February 1982).

13. Robert M. Harnish, Four Lectures on Inferential Pragmatics (in two
fascicles) (March 1982).

14. Adrienne Frostholm, William Bennett and Gary Lynch, "Behavioral
Abnormalities of Murine Muscular Dystrophy" (April 1982).

15. A. Kimball Romney, "Systemic Culture Patterns and High Concordance
Codes" (June 1982).
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16. V. S. Ramachandran and S. M. Anstis, "Laws of Perceptual Organization
in Multistable Apparent Motion" (November 1982).

17. Tarow Indow and Toshio Watanabe, "Parallel- and Distance-Alleys on
Horopter Plane in the Dark" (November 1982).

18. Tarow Indow and Toshio Watanabe, "Parallel-and Distance-Alleys with
Moving Points in the Horizontal plane" (November 1982).

19. W. C. Watt, "Signs of the Times" (February 1983).

20. Victorlna D. Lefebvre, "Ethical features of the normative hero in
Soviet children's literature of 1960s-70s" (February 1983).

21. R. Duncan Luce and Louis Narens, "Symmetry, Scale Types, and
Generalizations of Classical Physical Measurement" (February
1983).

22. Lin Chen, "What Are the Units of Figure Perceptual Representation"
(February 1983).

23. Rupert Pentweazle, "Architecture, Movies, Cattlebrands, and the
Ineffable" (April 1983).

24. George J. Andersen and Myron L. Braunstein, "Induced Self-Motion in
Central Vision" (September 1984).

25. A. Kimball Romney, Susan C. Weller, and William H. Batchelder,
"Culture as Consensus: A Theory of Culture and
Informant Accuracy" (October 1984).

26. W. C. Watt, "The Byblos Matrix" (October 1984).

27. Vladimir A. Lefebvre, "The Golden Section and an Algebraic Model of
Ethical Cognition" (November 1984).

28. Tom N. Cornsweet and John I. Yellott, Jr., "Image Processing by
Intensity Dependent Spatial Summation" (November 1984)

29. D. D. Hoffman and B. M. Bennett, "The Computation of Structure from
Fixed Axis Motion: Rigid Structures" (November 1984).

30. William H. Batchelder and David M. Riefer, "The Statistical Analysis
of a Model for Storage and Retrieval Processes in Human Memory"
(March 1985).

31. W. C. Watt, "What is the Proper Characterization of the Alphabet?
IV: Union" (March 1985).
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32. Vladimir A. Lefebvre, "The Fundamental Structures of Human Reflexion"
(March 1985).

33. Louis Narens and R. Duncan Luce, "Measurement: The Theory of

Numerical Assignments" (April 1985).

34. Louis Narens and R. Duncan Luce, "Measurement, Theory Of" (June 1985).

35. D.D. Hoffman and B.M. Bennett, "Visual Representations: Meaning and
Truth Conditions" (July 1985).

36. W. C. Watt, "Vestiges of a Ugaritan Phonological Matrix Embodied
in the English Alphabet" (October 1985).

37. Vladimir A. Lefebvre, Victorina D. Lefebvre and Jack Adams-Webber,
"Modeling an Experiment on Construing Self and Others" (January
1986).

38. W. C. Watt, "Canons of Alphabetic Change" (February 1986).

39. Hagit Borer and Kenneth Wexler, "The Maturation of Syntax" (March
1986).

40. W. C. Watt, "Sign and Signlfex" (April 1986).

41. Myron L. Braunstein, Donald D. Hoffman, Lionel R. Shapiro, George J.
Andersen and Bruce M. Bennett, "Minimum Points and Views for the
Recovery of Three-Dimensional Structure" (July 1986).

3



- - 7- -~. - -- - - - - -- - - - -

9

6

S

S
I,

SJM&tt.MaatssLintstK4 s!trt pxan&SL{trsxt %.,Ad' ~ 'q.. 1,~ LI ~



January 1986

OFFICE OF NAVAL RESEARCH

Engineering Psychology Program

TECHNICAL REPORTS DISTRIBUTION LIST

OSD

CAPT Paul R. Chatelier J. Randy Simpson

Office of the Deputy Under Secretary Statistics Program Code 1111SP

of Defense Office of Naval Research

OUSORE (E&LS) 800 North Quincy Street

Pentagon, Room 3D129 Arlington, VA 22217-5000

Washington. D. C. 20301
Dr. Lyle D. Broemeling

Department of the Navy Code 1111SP

Engineering Psychology Program Office of Naval Research

Office of Naval Research 800 N. Quincy Street

Code 1142EP Arlington, VA 22217-5000

800 North Quincy Street
Arlington, VA 22217-5000 (3 copies) Information Sciences Division

Code 1133

Aviation & Aerospace Technology Office of Naval Research

Programs 800 North Quincy Street

Code 121 Arlington, VA 22217-5000

Office of Naval Research
800 North Quincy Street CAPT William M. Houk

Arlington, VA 22217-5000 Commanding Officer
Naval Medical R&D Command

Physiology and Neurobiology Program Bethesda, MD 20814-5055

Office of Naval Research
Code 1141NP Dr. Randall P. Schumaker

800 North Quincy Street NRL A. 1. Center

Arlington, VA 22217-5000 Code 7510ical R&D Command
Naval Research Laboratory

CAPT. P. M. Curran Washington, D.C. 20375-5000

Code 125
Office of Naval Research
800 North Quincy Street
Arlington, VA 22217-5000

Dr. Charles Holland
Office of Naval Research
Code 1133
800 N. Quincy Street
Arlington. VA 22217-5000

I 1



JANUARY 1986

Department of the Navy

Special Assistant for Marine Dr. James McMichael
Corps Matters Office of the Chief of Naval

Code OOMC Operations, OP987H
Office of Naval Research Technology Assessment Division
800 North Quincy Street Tashnngton, D. C. 20350
Arlington, VA 22217-5000

Mr. John Davis
Mr. R. Lawson Combat Control Systems Department
ONR Detachment Code 35
1030 East*Green Street Naval Underwater Systems Center
Pasadena, CA 91106-2485 Newport, RI 02840

CDR James Offutt Human Factors Department
Office of the Secretary of Defense Code N-71
Strategic Defense Initiative Organization Naval Training Systems Center
Washington, D.C. 20301-7100 Orlando, FL 32813

Director Mr. Norm Beck
Technical Information Division Combat Control Systems Department
Code 2627 Code 35
Naval Research Laboratory Naval Underwater Systems Center
Washington, D.C. 20375-5000 Newport, RI 02840

Dr. Michael Melich Human Factors Engineering
Communications Sciences Division Code 441
Code 7500 Naval Ocean Systems Center
Naval Research Laboratory San Diego, CA 92152
Washington, D.C. 23075-5000

Dr. Gary Poock
Operations Research Department

Dr. J. S. Lawson, Jr. Naval Postgraduate School
4773-C Kahala Avenue Monterey, CA 93940
Honolulu, HI 96816

Mr. H. Talkington
Engineering & Computer Science

Dr. Neil McAlister Code 09
Office of Chief of Naval Operations Naval Ocean Systems Center
Command and Control San Diego, CA 92152
OP-094H
Washington, D. C. 20350 CDR Paul Girard

Command & Control Technology
Dr. A. F. Norcio Department, Code 40
Computer Sciences & Systems Naval Ocean Systems Center
Code 7592 San Diego, CA 92152
Naval Research Laboratory
Washington, DC 20375-5000

2



JANUARY 1986

Department of the Navy

Mr. Paul Heckman Commander
Naval Ocean Systems Center Naval Air Systems Command
San Diego, CA 92152 Crew Station Design

NAVAIR 5313
Dr. William Uttal Washington, D. C. 20361
Naval Ocean Systems Center
Hawaii Laboratory Mr. Philip Andrews
P. 0. Box 997 Naval Sea Systems Command
Kailua, HI 96734 NAVSEA 61R

Washington, D. C. 20362
Dr. A. L. Slafkosky
Scientific Advisor Aircrew Systems Branch
Commandant of the Marine Corps Systems Engineering Test
Washington, D. C. 20380 Directorate

U.S. Naval Test Center
Dr. L. Chmura Patuxent River, MD 20670
Computer Sciences & Systems
Code 7592 Mr. Milton Essoglou
Naval Research Laboratory Naval Facilities Engineering
Washington, D.C. 20375-5000 Command

R&D Plans and Programs
Dr. Michael Letsky Code 03T
Office of the Chief of Naval Hoffman Building I

Operations (OP-O]B7) Alexandria, VA 22332
Washington, D.C. 20350

CAPT Robert Biersner
Professor Douglas E. Hunter Naval Biodynamics Laboratory
Defense Intelligence College Michoud Station
Washington, D.C. 20374 Box 29407

New Orleans, LA 70189
CDR C. Hutchins
Code 55 Dr. Arthur Bachrach
Naval Postgraduate School Behavioral Sciences Department
Monterey, CA 93940 Naval Medical Research Institute

Bethesda, MD
Dr. Stanley Collyer
Office of Naval Technology Dr. George Moeller
Code 222 Human Factors Engineering Branch
800 North Quincy Street Naval Submarine Base
Arlington, VA 22217-5000 Submarine Medical Research Lab.

Groton, CT 06340
Professor Michael Sovereign
Joint Command, Control &
Communications Curriculum
Code 74
Naval Postgraduate School •
Monterey, CA 93943

3

, . " " . -. . .- . . • ..- *-. • , . . . . .



JANUARY 1986

Department of the Navy

Head Dean of the Academic Departments
Aerospace Psychology Department U. S. Naval Academy
Naval Aerospace Medical Research Lab Annapolis, MD 21402
Pensacola, FL 32508

CDR W. Moroney
Naval Air Development Center

Commanding Officer Code 602
Naval Health Research Center Warminster, PA 18974
San Diego,.CA 92152

Dr. Harry Crisp
Dr. Jerry Tobias Code N 51
Auditory Research Branch Combat Systems Department
Submarine Medical Research Lab Naval Surface Weapons Center
Naval Submarine Base Dahlgren, VA 22448
Groton, CT 06340

Mr. John Quirk
Dr. Robert Blanchard Naval Coastal Systems Laboratory
Code 71 Code 712
Navy Personnel Research and Panama City, FL 32401
Development Center
San Diego, CA 92152-6800 Human Factors Branch

Code 3152
LCDR T. Singer Naval Weapons Center
Human Factors Engineering Division China Lake, CA 93555
Naval Air Development Center
Warminster, PA 18974 CDR Kent S. Hull

MS 239-21
Mr. Jeff Grossman NASA/Ames Research Center
Human Factors Division, Code 71 Moffett Field, CA 94035
Navy Personnel R&D Center
San Diego, CA 92152-6800

Dr. Rabinder N. Madan
LT. Dennis McBride Code 1114SE
Human Factors Branch Office of Naval Research
Pacific Missle Test Center 800 North Quincy Street
Point Mugu, CA 93042 Arlington, VA 22217-5000

Dr. Kenneth L. Davis Dr. Eugene E. Gloye
Code 1114 ONR Detachment
Office of Naval Research 1030 East Green Street
800 North Quincy Street Pasadena, CA 91106-2485
Arlington, VA 22217-5000

LCDR R. Carter
Office of Chief on Naval Operations
(OP-OIB)

Washington, D.C. 20350

4
q



JANUARY 1986

Dr. Glen Algaler Department of the Air Force

Artificial Intelligence Branch
Code 444 Dr. Kenneth R. Boff

Naval Electronics Ocean System Center AF AMRL/HE

San Diego, CA 921525 Wright-Patterson AFB, OH 45433

Dr. Steve Sacks Dr. A. Fregly

Naval Electronics Systems Command U.S. Air Force Office of

Code 61R Scientific Research

Washington, D.C.. 20363-5100 Life Science Directorate, NL
Bolling Air Force Base

Dr. Sherman Gee Washington, D.C. 20332-6448

Command and Control Technology, (Code 221)
Office of Naval Technology, Mr. Charles Bates, Director
800 N. Quincy Street Human Engineering Division

Arlington, VA 22217-5000 USAF ARL/HES
Wright-Patterson AFB, OH 45433

Dr. Robert A. Fleming
Human Factors Support Group Dr. Earl Alluisi

Naval Personnel Research & Development Ctr. Chief Scientist
1411 South Fern Street AFHRL/CCN
Arlington, VA 22202 Brooks Air Force Base, TX 78235

Department of the Amy Dr. J. Tangney
Directorate Life Sciences

Dr. Edgar M. Johnson AFSOR
Technical Director Bolling AFB
U.S. Army Research Institute Washington, D.C. 20032-6448

Alexandria, VA 22333-5600
Mr. Yale Smith

Technical Director Rome Air Development
U.S. Army Human Engineering Laboratory Center, RADC/COAD
Aberdeen Proving Ground, MD 21005 Griffiss AFB

New York 13441-5700

Director, Organizations and Systems
Research Laboratory Dr. A. D. Baddeley
U.S. Army Research Institute Director, Applied Psychology

5001 Eisenhower Avenue Unit
Alexandria, VA 22333-5600 Medical Research Council

15 Chaucer Road

Dr. Milton S. Katz Cambridge, CB2 2EF England

Director, Basic Research
Army Research Institute Dr. Kenneth Gardner

5001 Eisenhower Avenue Applied Psychology Unit

Alexandria, VA 22333-5600 Admiralty Marine Tech. Estab.
Teddington, Middlesex

TW11 OLN
England

-,,.( 'P*. r1A' ', ~~~~



JANUARY 1986

Other Government Agencies

Dr. 1. C. Montemerlo Dr. Donald D. Hoffman
Information Sciences £ University of California
Human Factors Code RC (Irvine)
NASA HQS School of Social Sciences
Washington, D.C. 20546 Irvine, CA 92717

Dr. Alan Leshner Dr. T. B. Sheridan
Deputy Division Director Dept. of Mechanical
Division of Behavioral and Engineering
Neural Sciences Massachusetts Institute of
National Science Foundation Technology
1800 G. Street, N.W. Cambridge, MA 02139
Washington, D.C. 20550 Dr. Daniel1Kahneman

Defense Technical Information The University of British
Center Department of Psychology

Cameron Station, Bldg. 5 #154-2053 Main Mall
Alexandria, VA 22314 (2 copies) Vancouver, British Columbia

Canada V6T IY7
Dr. Clinton Kelly
Defense Advanced Research Dr. Stanley Deutsch
Projects Agency NAS-National Research Council

1400 Wilson Blvd. (COHF)
Arlington, VA 22209 2101 Constitution Avenue, N.W.

Washington, D.C. 20418

Other Organizations Dr. Meredith P. Crawford
Dr. Harry 5nyder American Psychological
Dept. of Industrial Engineering Association
Virginia Polytechnic Institute Office of Educational Affairs
and State University 1200 17th Street N.W.
Blacksburg, VA 24061 Washington, D.C. 20036

Dr. Amos Tversky Dr. Deborah Boehm-Davis
Dept. of Psychology Department of Psychology
Stanford University George Mason University
Stanford, CA 94305 4400 University Drive

Fairfax, VA 22030

Dr. Amos Freedy
Perceptronics, Inc.
6271 Variel Avenue
Woodland Hills, CA 91364

Dr. Jesse Orlansky
Institute for Defense Analyses
1801 N. Beauregard Street
Alexandria, VA 22311

6
p



JANUARY 1986

Other Organizations

Dr. David Van Essen Dr. Stanley N. Roscoe
California Institute of Tech. New Mexico State University
Division of Biology Box 5095
Pasadena, CA 91125 Las Cruces, NM 88003

Dr. James H. Howard, Jr. Mr. Joseph G. Wohl
Department of Psychology Alphatech, Inc.
Catholic University 3 New England Executive Park
Washington, D.C. 20064 Burlington, MA 10803

Dr. William Howell . Dr. Marvin Cohen
Department of Psychology Decision Science Consortium, Inc.
Rice University Suite 721
Houston, TX -77001 7700 Leesburg Pike

Falls Church, VA 22043
Dr. Christopher Wickens
Department of Psychology Dr. Scott Robertson
University of Illinois Catholic University
Urbana, IL 61801 Department of Psychology

Washington, D.C. 20064
Dr. Robert Wherry
Analytics, Inc. Dr. William B. Rouse
2500 Maryland Road School of Industrial and Systems
Willow Grove, PA 19090 Engineering

Georgia Institute of Technology
Dr. Edward R. Jones Atlanta, GA 30332
Chief, Human Factors Engineering
McDonnell-Douglas Astronautics Co. Ms. Denise Benel
St. Louis Division Essex Corporation
Box 516 333 N. Fairfax Street
St. Louis, MO 63166 Alexandria, VA 22314

Dr. Lola L. Lopes Dr. Andrew P. Sage
Department of Psychology Assoc. V. P. for Academic Affairs
University of Wisconsin George Mason University
Madison, WI 53706 4400 University Drive

Fairfax, VA 22030

Dr. Joaquin Fuster
University of California at Dr. James Ballas
Los Angeles Georgetown University
760 Westwood Plaza Department of Psychology
Los Angeles, CA 90024 Washington, D.C. 20057

7

..........



JANUARY 1986

Other Organizations

Dr. Richard Pew Dr. Robert A. Hummel
Bolt Beranek & Newman, Inc. New York University
50 Moulton Street Courant Inst. of Mathematical
Cambridge, MA 02238 Sciences

251 Mercer Street
Dr. Hillel Einhorn New York, New York 10012
Graduate School of Business
University of Chicago Dr. H. Mcl. Parsons
1101 E. 58th Street Essex Corporation
Chicago. iL 60637 333 N. Fairfax Street

Alexandria, VA 22314

Dr. Douglas Towne
University of Southern California Dr. Paul Slovic
Behavioral Technology Lab Decision Research
1845 South Elena Avenue, Fourth Floor 1201 Oak Street
Redondo Beach, CA 90.277 Eugene, OR 97401

Dr. James T. Todd Dr. Kent A. Stevens
Brandeis University University of Oregon
Waltham, MA 02254 Dept. of Computer & Info Sc.

Eugene, OR 97403
Dr. John Payne

Graduate School of Business Dr. Donald A. Glaser
Administration U. of California, Berkeley

Duke University Department of Molecular Biology
Durham, NC 27706 Berkeley, CA 94720

Dr. Dana Yoerger
Deep Submergence Laboratory
Woods Hole Oceanographic
Institution

Woods Hole, MA 02543

Dr. Azad Madni
Perceptronics, Inc.
6271 Variel Avenue
Woodland Hills, CA 91364

Dr. Tomaso Poggto
Massachusetts Institute of Tech.
Center for Biological Information
Processing

Cambridge, MA 02139

Dr. Whitman Richards
Massachusettes Ins. of Tech
Department of Psychology
Cambridge, MA 02139

8



JANUARY 1986

Other Organizations

Dr. Leonard Adelman Dr. Alexander Levis

PAR Technology Corp. Massachusetts Institute of

Building A Technology
1220 Sunset Hills Road, Suite 310 Lab Information & Decision Systems

McLean, VA 22090 Cambridge, MA 02139

Dr. Michael Athans Dr. D. McGregor

Massachusetts Inst. of Technology Perceptronics Inc.

Lab Information & Decision Systems 1201 Oak Street

Cambridge, A 02139 Eugene, OR 97401

Dr. David Castanon Dr. David Noble

ALPHATECH. Inc. Engineering Research Assoc.

111 Middlesex Turnpike 8616 Westwood Center Dr.

Burlington, MA 01803 McLean, VA 22180

Dr. A. Ephremides Dr. P. Papantoni-Kazakos

University of Maryland University of Connecticut

Electrical Engineering Dept. Department of Electrical Engin.

College Park, MD 20742 and Computer Science (U-157)
Storrs, CT 06268

Dr. Baruch Fischhoff
Perceptronics, Inc. Professor Wayne F. Stark

6271 Variel Ave. University of Michigan

Woodland Hills, CA 91367 Department of Electrical Eng.
and Computer Science

Dr. Bruce Hamill Ann Arbor, MI 48109

The Johns Hopkins Univ.
Applied Physics Lab Mr. Robert L. Stewart

Laurel, MD 20707 The Johns Hopkins University
Applied Physics Laboratory

Barry Hughes Laurel, MD 20707

Space and Naval Warfare Systems
Code 611 Dr. Kepi Wu

Washington, D.C. 20363-5100 Space and Naval Warfare Systems
Code 611

Dr. E. Douglas Jensen Washington, D.C. 20363-5100

Carnegie-Mellon University
Computer Science Dept.
Pittsburgh, PA 15213

Dr. David L. Kleinman
Electrical Engineering &
Computer Science Dept.

University of Connecticut
Storrs, CT 06268

9



4

I

- i - - ,- U- ~


